
Lecture 5 :

• Greedy algorithms vs
.

Sub linear time :

the case of maximal matching

• Property testing :

is the graph planar ?



Sub linear time algorithms via greedy :

We focus on problem of

estimating size of maximal matching (MM)
in degree bounded graph

why ?
• step towards approx maximum matching problem

• relation to Vertex cover ( VC)

MCKIM MI ← for each edge in matching
w Tg

u or V has to

true for be in VC

any
matching

not just
+ matching edges are node - disjoint

maximal

44 c- 2.1mm←
put all nodes in MM into Vc

of lung
c- MM put up into Vc

why is this
VC? if any edge

not covered by VC we can add
to MM →←



T
contradicts

maximally ofMM=
Note (similar to VC)

nif degree so ,
maximal matching Zang

why ? run process
when place edge lap) into MM

delete other edges of u or v

⇐ 20) which can no longer be
in matching

all other edges are
fair game

Greedy sequential Matching Algorithm :
one by one

µ ← Cf (in some order)
tf e -

- Gr) EE d

if neither u or v matched previously
in this

add e to M order

Output M

Observation :

M is maximal

why ? if e # M then either u our v already
" matched

Cup)



OradeReductionframewo.kz : ( Parras - Ron)

Assume given deterministic
"

oracle
" Ole)

which tells you
if e EM or not in one step

Algorithm to estimate 1Mt :

• § ← set of 5-{a nodes chosen iid
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in sample



• § ← set of 5-Sfa nodes chosen iid

of output : •we
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Implementing the oracle :

Main idea : figure out
"

what would greedy do on trad ?
"

m

how ?
which input order?

do we need to figure
out all past choices?

Is ( b. e) EM ?O

/ adjacent edges :
°

b# C Cbp)
,
Caio) , Cdg) , le , f)¥44,9 s f ± II I E-

a O_0 comes

5)e I after 10

°
° since Cgd is

1st
d l edge considered

° Cb
,
c) EM

o/\o ⇒a,eHM

Problem : Greedy lis
"

sequential
"

t has long dependency chains ?

example " .gs#..qm*.Em......-a.z.ezevengrifphJmi, fine
•-*Ah←•#zayn . . . •* but don't know
4 I 2 By 2112 greedy order
-

(flip) evens EM



Saving grace : assume random order

Implementation of oracle : Input : edge e

Output : is e EM?

Algorithm :
• recursively find all decisions for

adjacent edges with lower ordering number
-

( do not need to know what greedy
did on higher order #'s since

not considered before e )
- if any adj. edge with lower number

is matched then e is noetmathed
else e is matched

problem : Greedy lis
"

sequential
"

t has long dependency chains ?
even in line

example :
T.ERI.TT

" -

T.rs. ay iz
e is

•-T.o-oo-o.no
. . . •→

odd or even

his 2B Y 2212 in dependency
chain



How to break length of dependency chains ?

assign random ordering to edges
( ranks are numbers Eko ,D)

Example :

⇒ ¥
:#

%¥*¥#i
Is edge 0.5 in M?

re curse on 0.3

re curse on Oil

no other adjacent edges so added to 'M

so 0.3 not matched

no need to re curse on 0.7

re curse on 0,4

re curse on 0,2
all of 0.2's nbrs are bigger so

0.2 EM
so 0.4 IM

so greedy puts 0.5 EM



Implementation of oracle :

←
Coil

assume ranks re assigned to each edge e

to check if een :

f e ' neighboring e ,
• if re , are recursively check e

'

t if e' EM
,

return
"

e # M
"

shalt

else continue
return "

ee M
"

A
since no e

' of lower rank
is in M

correctness : exactly following greedy ¥E{so follows from correctness of greedy is
£

Query complexity : go
EE

claim expected # queries to graph per g
oracle query is gold) to

Claim t Parnes - Ron oracle reduction ⇒ total query complexity



He ' neighboring e ,
• if re , are recursively check e

'

t if e' EM
,

return
"

e¢M"shaltHwm : re+wne÷:n¥
° Consider query tree : -
root node labelled by original query edge me,
children of each node are all adjacentedges fo- -

degreeC-20

• will only go down paths that are rce.fi/e#e3
decreasing in rank !! ÷
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• # edges in original graph at dist -- K in tree is

• EC#edges explored at dost k)±@§k
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Property's
examples of piana.

All graphs
bipartite

÷:÷÷÷.

Can we distinguish graphs with property P

from fare from P?

e.g . G is E- far from planar
if must remove Z E - on

edges to make it planar


