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ABSTRACT 
We descr ibe  a resource discovery and  communica t ion  sys- 
t e m  designed for securi ty and privacy. Al l  ob jec t s  in the 
sys tem,  e.g., appliances,  wearable  gadgets ,  software agents,  
and  users have associa ted t rus t ed  software proxies t h a t  ei- 
ther  run  on the  appl iance  hardware  or  on a t ru s t ed  com- 
puter .  We descr ibe  how secur i ty  and  pr ivacy  are  enforced 
using two separa te  protocols:  a pro tocol  for secure device- 
to -p roxy  communica t ion ,  and  a pro tocol  for secure proxy-  
to -proxy  communica t ion .  Using two separa te  protocols  al- 
lows us to  run  a computa t iona i ly - inexpens ive  pro tocol  on 
impover ished devices I and  a soph i s t i ca ted  pro tocol  for re- 
source au then t ica t ion  and communica t ion  on more  powerful  
devices. 

We detai l  the device- to-proxy pro tocol  for l ightweight  wire- 
less devices and the  p roxy- to -proxy  pro tocol  which is based  
on S P K I / S D S I  (Simple Publ ic  Key  In f ras t ruc tu re  / Simple 
Di s t r ibu ted  Secur i ty  Inf ras t ruc ture) .  A p r o t o t y p e  sys tem 
has been const ructed ,  which allows for secure, ye t  efficient, 
access to  networked,  mobile  devices. We present  a quant i -  
t a t ive  evaluat ion  of this  sys tem using various metr ics .  
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1. I N T R O D U C T I O N  
At ta in ing  the  goals of ubiqui tous  and  pervasive comput -  

iug [6, 2] is becoming more and  more  feasible as the  number  
of comput ing  devices in the  world increases rapidly.  HoW- 
ever, the re  are sti l l  eigniRcant hurdles  to  overcome when 
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in tegra t ing  wearable  and e m b e d d e d  devices into a ubiqui-  
tous  comput ing  environment .  These  hurdles  include design- 
ing devices smar t  enough to  co l labora te  wi th  each other ,  
increasing ease-of-use, and  enabl ing  enhanced connect iv i ty  
between the different devices. 

• W h e n  connec t iv i ty  is high, the  securi ty  of the  sys tem is 
a key factor.  Devices mus t  only  allow access to  au thor ized  
users and  mus t  also keep the  communica t ion  secure when 
t r a n s m i t t i n g  or receiving personal  or pr iva te  informat ion.  

Implement ing  typical  forms of secure,  pr iva te  communi-  
ca t ion  using a publ ic-key in f ras t ruc ture  on all devices is dif- 
ficult because  the  necessary c ryp tograph ic  a lgor i thms are 
CPU-intensive.  A common publ ic-key c ryp tograph ic  algo- 
r i t h m  such as RSA using 1024-bit keys takes 43ms to sign 
and 0.6ms to verify.on a 200MI-Iz ]ntel  Pen t ium Pro  (a 32- 
b i t  processor)  [30]. Some devices may  have. 8.-bit micro-  
control lers  running at  1-4 MHz, so publ ic-key c ryp tog raphy  
on the  device i tself  may  not  be an opt ion.  Nevertheless,  
publ ic-key based  communica t ion  be tween devices over a net-  
work  is st i l l  desirable.  

This  p a p e r  presents  our  approach  to  address ing these  is- 
sues. We descr ibe  the  archi tec ture  of  our  resource discov- 
ery and  communica t ion  sys tem in Section 2. The  device-to-  
p roxy  secur i ty  pro tocol  is descr ibed  in Section 3. We review 
S P K I / S D S I  and present  the  proxT-to-proxy protocol  t ha t  
uses S P K I / S D S I  in Sect ion 4. Re la t ed  work is discussed in 
Sect ion 5. The  sys tem is eva lua ted  in Section 6. 

1.1 Our Approach 
To allow the  archi tec ture  to use a publ ic-key secur i ty  

m o d e l  on the  network while keeping the  devices themselves  
simple,  we create  a software proxy  for each device. All  
objec ts  in t he  system,  e.g., appl iances ,  wearable  gadgets ,  
software agents,  and  users have associa ted  t ru s t ed  software 
proxies tha t  e i ther  run  on an embedded  processor  on the 
appliance,  or  on a t r u s t e d  compute r .  In t he  case of  the  
proxy running  on an  e m b e d d e d  processor  on the  appl iance,  
we assume tha t  device to  proxy communica t ion  is inherent ly  
secure, s I f  the  device has  min imal  compu ta t iona l  power,  2 
and comm~micates to  i ts  p roxy  th rough  a w i r e d  or wireless 
network,  we force the  communica t ion  to  adhere  to  a device- 
to -proxy  pro tocol  (cf. Sect ion 3). Pxox/es communica te  wi th  

XFor example ,  in a video camera ,  the  software t h a t  con- 
t rois  various ac tua to r s  runs  on a powerful  processor,  and  
the  p roxy  for the  camera  can also run on the  e m b e d d e d  
processor.  
aThis is typ ica l ly  the  case for l ightweight  devices, e.g., re- 
mote  cont.rols, act ive badges,  etc. 
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each o ther  us ing  a secure p roxy- to -proxy  protocol  based  on  
S P K I / S D S I  (Simple Pub l i c  Key  In f r a s t ruc tu r e  / Simple  Dis- 
t r i b u t e d  Secur i ty  In f ras t ruc tu re ) .  Having  two different pro- 
tocols allows us  to r u n  a compu ta t iona l /y - inexpens ive  secu- 
r i ty  protocol  on impover i shed  devices, a n d  a sophis t ica ted  
protocol  for resource a u t h e n t i c a t i o n  a n d  c o m m u n i c a t i o n  on  
more  powerful  devices. We describe b o t h  protocols  in  this  
paper .  

1.2 Prototype Automation System 
Using  the  ideas descr ibed  above, we h~ve cons t ruc t ed  a 

p r o t o t y p e  a u t o m a t i o n  sys t em which allows for secure, yet  
efllcient, access t o  networked,  mobi le  devices. In  this  sys tem,  
each user  wears a badge  cal led a K21 which identifies the  
user  and  is loca t ion-aware:  it  "knows" the wearer ' s  loca t ion  
w i th in  a bu i ld ing .  User  i den t i t y  a n d  loca t ion  i n fo rma t ion  is 
securely t r a n s m i t t e d  to  the  user ' s  software proxy us ing  the  
device- to-proxy protocol .  

Devices themselves  m a y  be  mobi le  and  may  change loca- 
t ions.  A t t r i b u t e  search over all cont ro l lab le  devices can  be  
per formed  to  f ind the  neares t  device, or the  mos t  appropr i -  
a te  device u n d e r  some metr ic ,  s 

By explo i t ing  S P K I / S D S I ,  secur i ty  is no t  compromised  as 
new users emd devices en te r  the  sys tem,  or w h e n  users a n d  
devices leave the sys tem.  We believe t ha t  the  use of two dif- 
ferent  protocols ,  a n d  the  use of the  S P K I / S D S I  f ramework  
in  the  p roxy- to -proxy  protocol  has  resu l t ed  in a secure,  scal- 
able,  efficient, a n d  easy- to-ma. ln ta ln  a u t o m a t i o n  sys tem.  

2. SYSTEM ARCHITECTURE 
T h e  sys t em has th ree  p r i m a r y  c o m p o n e n t  types:  devices, 

proxies and  servers. A de~ice refers to  any  type  of shared  
ne twork  resource,  e i ther  ha rdware  or software. I t  could be  
a pr in te r ,  a wireless secur i ty  camera ,  a l amp,  or a software 
agent .  Since c o m m u n i c a t i o n  protocols  and  b a n d w i d t h  be-  
tween  devices can  vary widely, each device has a u n i q u e  
prozl7 to  un i fy  i ts  in terface  wi th  o ther  devices. T h e  servers 
provide  n a m i n g  and  discovery facilit ies to  the  var ious  de- 
vices_ 

W e  assume a one- to-one  cor respondence  be tween  devices 
a n d  proxies. We  also assume t h a t  all users are equ ipped  
wi th  K21s, whose proxies r u n  on  t r u s t ed  computers .  T h u s  
our  sys t em only  needs to  deal wi th  devices, proxies a n d  the 
server network.  

T h e  sys t em we describe is i l lus t ra ted  in  F igure  1. 

2.1 Devices 
Each device, ha rdware  or software, has an  associa ted t ru s t -  

ed software proxy. In  the  case of a ha rdware  device, t he  
proxy  m a y  r u n  on  an  e m b e d d e d  processor w i th in  the  de- 
vice, or on  a t r u s t e d  compu te r  ne tworked  wi th  the  device. 
In  the  case of a software device, the  device can  incorpora te  
the  proxy software itself. 

Each  device c o m m u n i c a t e s  wi th  i ts  own proxy  over the  
appropr i a t e  protocol  for t h a t  pa r t i cu la r  device. A p r in te r  
wired  in to  an  E t h e r n e t  can  c o m m u n i c a t e  wi th  i ts  proxy 
us ing T C P / I P .  A wireless c a m e r a  uses a wireless pro tocol  
for the  same purpose .  The  K21 (a s imple  device w i t h  a 
l ightweight  processor)  c o m m u n i c a t e s  with'  i ts proxy us ing  
the pa r t i cu l a r  device- to-proxy protocol  descr ibed in  Sect ion 

aFor example ,  a user  m a y  wish to p r in t  to the  neares t  p r in t e r  
t h a t  he / she  has access to. 
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F i g u r e  1: S y s t e m  O v e r v i e w  

3. Thus ,  the  device-side p o r t i o n  .of the  proxy  m u s t  be  cus- 
tomized  for each pa r t i cu l a r  device. 

2.2 Proxy 
T h e  proxy is software t h a t  r uns  on a ne twork-vis ib le  com- 

puter .  T h e  proxy ' s  p r i m a r y  f u n c t i o n  is to make  access- 
control  decisions on  beha l f  of  t he  device it  represents .  I t  m a y  
also pe r fo rm secondary  func t ions  such as r u n n i n g  scr ip ted  
act ions  on  beha l f  of the  device a n d  in ter fac ing  wi th  a direc- 
to ry  service. 

T h e  p roxy  provides  a very  s imple  A P I  to the  device. T h e  
sendToProzy 0 m e t h o d  is cal led by  the  device to  send  mes- 
sages to  the  proxy. T h e  aertdToDe~/ce 0 m e t h o d  is a called 
by t he  proxy  to  send  meesa~es to  the  device. W h e n  a proxy 
receives a message from a no t he r  proxy, depend ing  on  the 
message,  the  proxy m a y  tranAlate i t  in to  a form tha t  c an  
be u n d e r s t o o d  by  the prox-y's pa r t i cu l a r  device. I t  t h e n  for- 
wards  the  message  to  the  device. W h e n  a proxy  receives a 
message f rom its  device, it  m a y  tremslate  the  message in to  a 
general  form u n d e r s t o o d  by  all proxies,  a n d  t h e n  forward the  
message to  o ther  proxies. A n y  t i m e  a proxy  receives a mes-  
sage, before pe r fo rming  a t r a n s l a t i o n  a n d  p a s s i n g ' t h e  mes-  
sage on to  the  device, i t  per forms the  access cont ro l  checks 
descr ibed  in  Sect ion 4. 

For ease of admin i s t r a t i on ,  we group proxies by  the i r  ad- 
min i s t r a to r s .  An  a r lmin i s t r a to r ' s  set  of prmdes is cal led a 
prozy fa rm.  Th i s  set  specifically inc ludes  the  proxy  for the  
aAmi=iqt ra tor ' s  K21,  which  is cons idered  the  root  p roxy  of 
the  proxy farm.  Vv'hen the  a d m i n i s t r a t o r  axlds a new de- 
vice to the  sys tem,  the  device 's  p roxy  is a u t oma t i ca l l y  given 
a defaul t  ACL, a dup l i ca te  of the  ACL for the  w4mi- i s t r a -  
to r ' s  K21 proxy. T h e  a~lmlnis t ra tor  can  m a n u a l l y  change  
the  ACL later ,  if  he desires. 

A n o t e w o r t h y  advmxtage of our  p roxy-based  a rch i tec tu re  
is t h a t  it  addresses  the  p r o b l e m  of v i ruses  in  pervasive com- 
p u t i n g  env i ronmen t s .  Sophis t i ca ted  v i rus  s c a n n i n g  softwaze 
can  be  ins ta l l ed  in  the  proxy, so it  c a n  scan  any  code before 
it  is downloaded  onto  the  device. 
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C o m m a n d E v e n t  Used to ins t ruc t  a device to t u r n  on or 
of[, for example. 

E r r o r E v e n t  Genera ted  and broadcast  to all l isteners when 
an error condit ion occurs. 

S t a t u s C h a n g e E v e n t  Genera ted  when, for example, a de- 
vice changes its location. 

Q u e r y E v e n t  When  a server receives a QueryEvent ,  it  per- 
forms a DNS (Domain Name Service) or INS lookup 
on the query, and re turns  the results of the lookup in 
a ResponseEvent .  

l~LesponseEven t  Genera ted  in response to a QueryEvent .  

F i g u r e  2: P r e d e f l n e d  E v e n t  T y p e s  

2.3 Servers and  the Server  Ne twork  
This network consists of a d is t r ibuted  collection of inde- 

pendent  name  servers and  roarers. In fact, each server acts 
as bo th  a name server and a router.  This  is similar to the 
name  resolvers in the In tent ional  Naming  System (INS) [1], 
which resolve device names to IP addresses, bu t  can also 
route events. If the dest inat ion name for an event matches 
mult iple  proxies, the server network will route the event to 
all ma tch ing  dest inations.  

W h e n  a proxy comes online, it  registers the name  of the 
device it represents with one of these servers. W h e n  a proxy 
uses a server to perform a lookup on a name,  the server 
searches its directory for all names t ha t  match  the given 
name,  and  returns  their  IP addresses. 

2.4 Communica t ion  via Events  
We use an event-based communica t ion  mechamsm in our 

system. T h a t  is, all messages passed between proxies are sig- 
nais indicat ing tha t  some event has occurred. For example, 
a light bulb  might  generate l ight-on and  l ight-of f  events. To 
receive these messages, proxy z can add itself as an event- 
l istener to proxy Z/- Thus, when y generates an event, z will 
receive a copy. 

In addit ion,  the system has several pre~defmed event cate- 
gories which receive special t r ea tmen t  at  either the proxy or 
server layer. They  are summarized  in  Figure 2. A developer 
can define his own events as well. The  server network simply 
passes developer-defined events through to their  dest inat ion.  

The pr imary  advantage of the  event-based mechanism is 
tha t  it  e l iminates the need to repeatedly  poll a device to 
determine changes in  its s tatus.  Instead,  when a change oc- 
curs, the device broadcasts an event to all listeners. Systems 
like Sun Microsystems'  Jini  [26] issue "device drivers" (RMI 
stubs)  to all who wish to control  a given device. I t  is then  
possible to make local calls on the  device driver, which are 
t rans la ted  into RMI calls on the device itself. 

2.5 Resource discovery 
The mechanism for resource discovery is similar to the 

resource discovery protocol used by Jini.  W h e n  a device 
comes online, it  instructs  its proxy to repeatedly  broadcast  
a request  for a server to the local subnetwork.  The request  
contains the device's name  and the IP address and por t  of its 
proxy. When  a server receives one of these requests, i t  issues 
a lease to the proxy. 4 T h a t  is, i t  adds the n a m e / I P  address 
pair  to its directory. The  proxy mus t  periodically renew 

4Handling the scenario where the  device is making false 
claims about  its a t t r ibutes  in the lease request  packet is 

Proxy Fm 

Proxy 1 

Proxy 2 

Proxy 3 

Gateway 

Gateway 

Device 1 

Device 2 

Device 3 

F i g u r e  3: D e v i c e - t o - P r o x y  C o m m u n i c a t i o n  o v e r v i e w  

its lease by sending the same n a m e / I P  address pair  to the 
server, otherwise the  server removes it from the directory. 
In this  fashion, if a device silently goes otiline, or the IP 
address changes, the proxy's lease will no longer get renewed 
and the server will quickly notice and either remove it from 
the directory or create a new lease with the new IP address. 

For example, imagine a device with the name  [name----fool 
which has a proxy runn ing  on 10.1.2.3:4011. When  the  de- 
vice is t u rned  on, it  informs its proxy that  it has come online, 
using a protocol like the device-to-proxy protocol described 
in Section 3. The proxy begins to broadcast  lease-request 
packets of the form ([name----fool, 10.1.2.3:4011) on the local 
subnetwork. W h e n  (or if) a server receives one of these pack- 
ets, it  checks its directory for [name--fool. If [name----fool is 
not  there, the server creates a lease for it by adding the 
n a m e / I P  address pair to the directory. If [name-'=foo] is in 
the directory, the server renews the lease. Suppose at some 
later t ime the device is t u rned  off. W h e n  the device goes 
down, it brings the proxy offiine with it, so t h e  lease •request 
packets no longer get broadcast.  Tha t  device's lease stops 
gett ing renewed. After some short, pre-defined, period of 
time, the server expires the uurenewed lease and.removes it 
from the directory 

3. D E V I C E - T O - P R O X Y  P R O T O C O L  F O R  
W I R E L E S S  D E V I C E S  

3.1 Overview 
The  device-to-proxy protocol varies for different types of 

devices. In  part icular ,  we consider lightweight devices with 
low-bandwidth wireless network connections and  slow CPUs,  
and heavyweight devices with higher-bandw!dth  connect ions 
and faster CPUs. We assume tha t  heavyweight devices are 
capable of r unn i ng  proxy software locally (i.e., the proxy 
for a pr in ter  could run  on the pr in ter ' s  CPU).  W i t h  a local 
proxy, a sophist icated protocol for secure device-to-proxy 
communica t ion  is unnecessary, assuming critical parts  of the 
device are t amper  resistant.  For lightweight devices, the 
proxy must  run  elsewhere. This section gives an overview of 
a protocol which is low-bandwidth and not  CPU-in tens ive  

• tha t  we use for fightweight device-to-proxy communica t ion .  

3.2 Communica t ion  
Our prototype system layers the security protocol deserib- 

ed below over a simple radio frequency (RF) protocol. The  

the subject  of ongoing research. 
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R F  c o m m u n i c a t i o n  be tween a device and  i ts  proxy is han-  
dled by a gateway tha t  t ransla tes  packetized R F  commu-  
n ica t ion  into U D P / I P  packets, which axe then rou ted  over 
the  network to the  proxy. The  gateway also works in the 
opposi te  d i rec t ion  by conver t ing U D P / I P  packets  from the 
proxy into R F  packets and  t r a n s m i t t i n g  them to  the  device. 

A n  overview of the  commun ica t i on  is shown in  F igure  3. 
This  figure shows a compute r  r u n n i n g  three proxies; one for 
each of three separa te  devices. The  figure aLso shows h o w  
mul t ip le  gateways can  be used; device A is us ing  a different 
gateway from devices B and  C. 

3.3 Security 
The proxy and  device communica t e  th rough  a secure chan- 

nel t ha t  encryp t s  and  au then t ica tes  all the  messages. The  
H M A C - M D 5  [13][20] a lgor i thm is used for au then t i ca t i on  
and  the  RC5 [21] a lgor i thm is used for encrypt ion .  Bo th  
of these a lgor i thms use symmet r ic  keys; the proxy a nd  the  
device share  128-bit keys. 

3.3.1 Authentication 
HMAC (Hashed Message A u t h e n t i c a t i o n  Code) produces  

s MAC (Message A u t h e n t i c a t i o n  Code) t ha t  can  val idate  
the  au then t i c i ty  and  integr i ty  of a message. H M A C  uses 
secret keys, and  thus  only  someone who knows a par t i cu la r  
key can  create  a pa r t i cu la r  MAC or verify tha t  a pa r t i cu la r  
MAC is correct.  

3.3.2 Encrypt ion 
The  d a t a  is enc ryp ted  using the RC5 enc ryp t ion  algo- 

r i thm.  We chose RC5 because  of its s implici ty  and  perfor- 
mance.  Our  I~C5 i m p l e m e n t a t i o n  is based on the  OpenSSL 
[16] code. RC5 is a block cipher; it usual ly  works on eight- 
by te  blocks of da ta .  However, by implemen t ing  i t  us ing 
o u t p u t  feedback (OFB)  mode,  it  can be  used as a s t r eam 
cipher. Th i s  allows for encryp t ion  of an a rb i t ra ry  n u m b e r  
of bytes  wi thou t  hav ing  to worry about  blocks of da ta .  

O F B  mode  works by  genera t ing  an encryp t ion  p a d  from 
an  ini t ia l  vector and  a key. The  encryp t ion  pad  is t hen  
X O R ' e d  wi th  the  da t a  to produce the  ciphertext .  Since 
X (~ Y (B Y = X ,  the  c ipher text  can be  decrypted  by pro- 
duc ing  the  same enc ryp t ion  pad  and  XOR ' ing  it wi th  the  
ciphertext .  Since this  only  requires the  RC5 ene ryp t ion  rou- 
t ines to genera te  the encryp t ion  pad, separate  enc ryp t  and  
decrypt  rou t ines  axe no t  required. 

For our  imp lemen ta t ion ,  we use 16 rounds  for RC5. We 
use different 128-bit  keys for encryp t ion  and  au then t i ca t ion .  

3.4 Location 
Device loca t ion  is de t e rmined  using the Cricket loca t ion  

sys tem[I8 ,  17]. Cricket  has several useful features,  includ-  
ing user privacy, decentral ized control,  low cost, a nd  easy 
deployment .  Each  device de termines  i ts  own locat ion.  I t  
is up to the  device to decide if it  wants  to let others  know 
where i t  is. 

In  the  Cricket  system,  beacons  are placed on  the  ceilings 
of rooms. These  beacons  periodical ly broadcas t  loca t ion  
in fo rmat ion  (such as "Room 4011 ~) t h a t  can be hea rd  by 
Cricket l isteners.  At  the  same t ime tha t  this  i n fo rma t ion  is 
broadcas t  in the  I~F spec t rum,  the beacon also b roadcas t s  
an  u l t r a s o u n d  pulse. 3Arhen a l istener receives the  I~F mes- 
sage, it  measures  the  t ime  unt i l  i t  receives the  u l t r a s o u n d  
pulse. T h e  l is tener  de termines  its d is tance to the  beacon  

us ing  the  t ime  difference. 

4. PROXY TO PROXY P R O T O C O L  
S P K I / S D S I  (Simple Pub l i c  K e y  I n f r a s t r uc tu r e /S imp le  Dis- 

t r i b u t e d  Securi ty  In f ras t ruc tu re )  [7, 22] is a securi ty  infras- 
t r u c t u r e  tha t  is des igned to  faci l i tate  the  deve lopment  of 
scalable,  secure, d i s t r i bu t ed  c ompu t i ng  systems.  S P K I / S D S I  
provides f ine-grained access control  us ing a local n a m e  space 
archi tec ture  and  a simple,  flexible, t r u s t  policy model .  

S P K I / S D S I  is a publ ic  key in f ras t ruc tu re  wi th  an  egali- 
t a r i a n  design. The  principals are the public keys and each 
publ ic  key is a cert if icate authori ty .  Each pr incipal  can  is- 
sue certificates on the  same basis  as any  other  principal .  
There  is no hierarchical  global inf ras t ruc ture .  S P K I / S D S I  
communi t i e s  are bu i l t  f rom the  b o t t o m - u p ,  in a d i s t r ibu ted  
m a n n e r ,  a nd  do not  require  a t r u s t e d  "root." 

4.1 SPKI/SDSI  In tegra t ion  
We have adop ted  a cl ient-server  archi tec ture  for the  prox- 

ies. W h e n  a pa r t i cu la r  pr incipal ,  ac t ing on  behal f  of a device 
or user, makes a reques t  v ia  one proxy to a device repre- 
sen ted  by ano the r  proxy, the  first proxy acts like a client,  a n d  
the  second as a server. Resources on the server are ei ther  
publ ic  or p ro tec ted  by S P K I / S D S I  ACLs. A S P K I / S D S I  
ACL consists  of a list of entries.  Each en t ry  has a subjec t  
(a key or group) a nd  a tag  which specifies the  set  of opera~ 
t ious tha t  tha t  key or group is allowed to perform. To gain 
access to a resource p ro tec ted  by an ACL, a requester  mus t  
include,  in his request ,  a chain  of certificates d e m o n s t r a t i n g  
t ha t  he is a m e m b e r  of a group in  an en t ry  on the  ACL. s 

If a reques ted  resource is protec ted  by an  ACL, the  princi-  
pal ' s  request  m u s t  be accompan ied  by  a "proo] o/ authentic- 
ity" t h a t  shows t h a t  it  is au thent ic ,  a nd  a "prooJ o/autho- 
rization" t h a t  shows the  pr inc ipa l  is au thor ized  to per form 
the  par t i cu la r  request  on the  pa r t i cu la r  resource., The  proof  
of au then t i c i ty  is typ ica l ly  a s igned request ,  and  the proof of 
au thor iza t ion  is typical ly  a chain  of certificates. The  princi-  
pal t h a t  s igned the  reques t  mus t  be  the  same pr inc ipa l  t h a t  
the  cha in  of certificates authorizes.  

This  sys tem design, a nd  the  protocol  be tween the  proxies, 
is very s imilar  to t h a t  used in  S P K I / S D S I ' s  P ro j ec t  Geron-  
imo, in  which S P K I / S D S I  was in t eg ra t ed  into Apache and  
Netscape,  and  used to provide cl ient  access control  over the 
web. Pro jec t  Ge ron imo  is described in  two Mas te r ' s  theses 
[3, 14]. 

4.2 Protocol 
The  protocol  i m p l e m e n t e d  by  the  cl ient  and  server prox- 

ies consists of four messages. This  protocol  is ou t l ined  in 
F igure  4, a n d  following is its descript ion:  

1. The  client  proxy sends a request ,  u n a u t h e n t i c a t e d  a n d  
unau thor ized ,  to  the  server proxy. 

2. I f  the  client reques ts  access to a pro tec ted  resource, the 
server responds  wi th  the  ACL pro tec t ing  the resource s 

SFor examples  of S P K I / S D S I  ACLs a nd  certificates, see [7] 
or [3]. 
SThe ACL itself  could be a p ro tec ted  resottrce, pro tec ted  by  
ano ther  ACL. In  th is  case, the server will r e t u r n  the  la t te r  
ACL. The  client  will need  to  de mons t r a t e  t h a t  the  user 's  
key is on  this  ACL, ei ther  direct ly or v ia  certificates, before 
ga in ing  access to the ACL pro tec t ing  the  ob jec t  to  which 
access was or iginal ly  requested.  
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and  the  tag fo rmed  f rom the  cl ient ' s  request .  A tag  is a 
S P K I / S D S I  d a t a  s t r uc tu r e  which represents  a set of re- 
quests .  The re  are examples  of tags  in t he  SPKI/SDSI 
I E T F  draf t s  [7]. I f  the re  is no ACL pro tec t ing  the  re- 
ques ted  resource,  the  request  is immed ia t e ly  honored.  

3. Ca) 

(b) 

• 4. The  

(a) 

T h e  client p roxy  genera tes  a chain of  cert if icates 
using the  S P K I / S D S I  cerLifi~te ~ o l n  d ~ e r ~  
algorithm [4, 3]. This  cert if icate chain provides a 
proof of authorization t h a t  l~he user 's  key is au- 
thor i zed  to perform its request .  

The  cert if icate chain discovery a lgor i thm takes  
as i n p u t  the  ACL and t ag  from the  server,  t he  
user ' s  publ ic  key (pr incipal) ,  the  user ' s  set  of  cer- 
t i f icates,  and  a t imes t amp .  If i t  exists,  the  algo- 
r i t hm re tu rns  a chain of  user  cert if icates which 
provides  proof  t h a t  the  user 's  publ ic  key is au- 
thor ized  to  per form the  opera t ion(s)  specified in 
the  tag,  a t  the  t ime  specified in the  t imes tamp.  
If the  a lgor i thm is unable  to  genera te  a chain be- 
cause t he  user  does not  have the  necessary certifi- 
catee, ~ or  i f  the  user ' s  key is d i rec t ly  on the  ACL,  
the  a lgo r i thm re tu rns  an e m p t y  cert if icate chain.  
The  client  genera tes  the  t i m e s t a m p  using i ts  local 
clock. 

The  client  creates  a S P K I / S D S I  sequence [7] con- 
s is t in K of  t he  t a g  and  the  t imes tamp.  I t  signs this  
sequence wi th  the  user ' s  pr iva te  key, and  includes 
a copy of  the  user 's  publ ic  key in the  S P K I / S D S I  
sdgnature. The  client  then  sends the  t ag- t ime-  
s t a m p  sequence, t he  s ignature ,  and  the  cert if icate 
chain genera ted  in s tep  3a to the  server. 

server  verifies the  request  by:  

Checking the  t imes t amp  in the  t a g - t i m e s t a m p  se- 
quence agains t  the  t ime  on the server ' s  local clock 
to ensure t h a t  the  request  was made  recently, s 

(b) Recrea t ing  the  t ag  f rom the  c l ient ' s  request  and  
checking t ha t  i t  is the  u r n e  as the  t ag  in the  tag-  
t i m e s t a m p  sequence. 

(c) Ex t r ac t ing  the publ ic  key f rom the  s ignature.  

(d) Verifying the  s igna ture  on the  t ag=t imes tamp se- 
quence using th is  key. 

(e) Val ida t ing  the  cert i f icates  in the cert i f icate  chain.  

(f) Verifying t h a t  there  is a chain  of  au thor iza t ion  
from an en t ry  on the  A C L  to  t he  key fxom the  
s ignature,  v ia  the  cert i f icate  chain presented.  The  
au thor iza t ion  chain  mus t  au thor ize  the  client to  
per form the  reques ted  opera t ion .  

~If t he  u s ~  does no t  have the  necessary 'cert if icates,  the  
client could  immedia te ly  r e t u r n  an  error.  In  our  design, 
however, we choose not  to  r e tu rn  an error  a t  th is  point ;  
ins tead,  we let t he  cl ient  send an e m p t y  cert i f icate  chain to  
the  eerver. Th is  way, when the  request  does no t  verify, the  
client can poss ib ly  be  sent  some error  in format ion  by  the  
s e r v ~  which lets  the  user know where  he should  go to  get  
val id  cert if icates.  
Sin our  p r o t o t y p e  implementa t ion ,  the  server  checks tha t  t he  
t i m e s t a m p  in the  cl ient 's  t ag=t imes tamp sequence is wi th in  
/~ve minu tes  of the  server ' s  local  t ime.  

a le~  Crew 

(requed) 
1. lmtlnl umid~ml~:m~l, umuldhonzed J~Jl~, 

2. S~w~ wn/t'~n~ion faik. A C L 1 d ~ a m  
m m ~ d .  

3. Cliem a m  ACL ~ d  bqj to Bm~m~ c ~ . m e  

n~lUeSt wilb 

4. Sm'vm ws/fies n x j ~ .  I f t l~mlUmaLs 
v ~ ] L .  JL is hODmlHL H ~h- mqDdg dram BOt 
v ~ f y ,  it hs dmmd andln  ea~nar iJ nmmn~L 

F i g u r e  4:  S P K I / S D S I  P r o x y  t o  P r o x y  A c c e s s  C o n -  
t r o l  P r o t o c o l  

I f  the  request  verifies, i t  is honored.  I£ i t  does not  
verify, i t  is denied  and  the  server proxy re tu rns  an error  
to the  cl ient  proxy. This  error  is r e tu rned  whenever  the  
client presents  an au then t i ca t ed  reques t  t h a t  is denied.  

The  pro tocol  can be  viewed as a typ ica l  chal lenge. response  
protocol .  T h e  server  rep ly  in s t ep  2 of the  pro tocol  is a chal- 
lenge the  server issues the  client,  saying,  UYou are  t ry ing  to  
access a p ro t ec t ed  file. Prove to  me tha t  you have the  cre- 
dent ia ls  to  pe r fo rm the  ope ra t ion  you are  request ing on the  
resource p ro t ec t ed  by  this  ACL." The  client uses the  A C L  
to  he lp  i t  p roduce  a cert i f icate  chain,  using the  S P K I / S D S I  
cert i f icate  chain discovery a lgor i thm.  I t  t h e n  sends the  cer- 
t i f icate chain and s igned request  in a second request  to  the  
server  proxy. The  s igned request  provides proof  of au thent ic -  
ity, and  the  cer t i f icate  chain provides proof  of au thor iza t ion .  
The  server  a t t e m p t s  to  verify the second request ,  and  if i t  
succeeds,  i t  honors  the  request .  

The  t imee t amp  in the  t aK- t imes tam p sequence helps  to  
p ro tec t  agains t  ce r ta in  types  of  rep lay  a t tacks .  For  example ,  
suppose  the  server logs requests  and  suppose  t h a t  th is  log is 
not  d isposed of  properly .  I f  an adversa ry  gains access to  the  
logs, the  t h n e s t a m p  prevents  h im from replaying requests  
found in the  log and  gaining access to  p ro tec ted  resources.  9 

4.2.1 Additional Security Considerations 
The  S P K I / S D S I  protocol ,  as descr ibed,  addresses  t he  is- 

sue of provid ing  client  access control.  The  pro tocol  does 
not  ensure confidential i ty,  au then t i ca te  servers, or  provide  
p ro tec t ion  agains t  r ep lay  a t tacks  f rom the  network.  

The  Secure Sockets Layer  (SSL) pro tocol  is the  most  wide- 
ly used secur i ty  pro tocol  tod~y. The  Transpor t  Layer  Secu- 
r i ty  (TLS)  pro tocol  is the  successor to  SSL. Pr inc ipa l  goals 
of S S L / T L S  [19] include providing conf ident ia l i ty  and  d a t a  
in tegr i ty  of t r a ~ c  between the  cl ient  a~d  server,  and  provid-  
ing au then t i ca t ion  of  the  server.  There  is suppo r t  for client 

Din order  to  use t hnes t amps ,  the  cl ient ' s  clock and  server ' s  
clock need to  be fair ly synchron/zed;  S P K I / S D S I  a l ready  
makes  an assumpt ion  abou t  fa i r ly  synchronized  clocks when 
v~lidity t ime  per iods  are specified in cert if icates.  A n  al ter-  
na t ive  approach  to  using t i m e s t a m p s  is to  use nonces in the  
protocol .  
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S P K I / S D S I  Access  Con t ro l  P r o t o c o l  

A p p l i c a t i o n  P r o t o c o l  

K e y - E x c h a n g e  P r o t o c o l  w i t h  Server  
A u t h e n t i c a t i o n  

T C P / I P  

F i g u r e  5:  E ~ m m p l e  L a y e r i n g  o f  P r o t o c o l s  

a u t h e n t i c a t i o n ,  b u t  c l ien t  a u t h e n t i c a t i o n  is op t iona l .  T h e  
S P K I / S D S I  Access  C o n t r o l  p r o t o c o l  can  b e  l aye r ed  over  a 
k ey - e xchange  p r o t o c o l  l ike T L S / S S L  t o  p r o v i d e  a d d i t i o n a l  
secur i ty .  T L S / S S L  c u r r e n t l y  uses  t h e  X.509 P K I  to  au-  
t h e n t i c a t e  servers ,  b u t  i t  cou ld  j u s t  as well  use  S P K I / S D S I  
in  a s imi la r  m a n n e r .  I n  a d d i t i o n  to  t h e  f e a t u r e s  a l r e a d y  
s t a t e d ,  S S L / T L S  also p rov ides  p r o t e c t i o n  a g a i n s t  r e p l a y  a t -  
t a c k s  f rom t h e  ne twork ,  a n d  p r o t e c t i o n  a g a i n s t  pe r s on - in -  
t h e - m i d d l e  a t t acks .  W i t h  these  cons ide r a t i ons ,  t h e  l aye r ing  
of  t he  p ro toco l s  is shown in F i g u r e  5. In  t h e  figure,  ' A p p l i c a -  
t i on  P r o t o c o l '  refers  to  t h e  s t a n d a r d  c o m m u n i c a t i o n  p r o t o -  
col  be t we en  t h e  c l ien t  a n d  server  p rmdes ,  w i t h o u t  secur i ty .  

S S L / T L S  a u t h e n t i c a t e s  t he  se rve r  proxy.  However ,  i t  does  
no t  i n d i c a t e  w h e t h e r  the  se rver  p r o x y  is a u t h o r i z e d  to  a c c e p t  
t h e  c l i en t ' s  r eques t .  Fo r  e x a m p l e ,  i t  m a y  be  t h e  case  t h a t  
t h e  c l ien t  p r o x y  is r e q u e s t i n g  to  p r i n t  a ' t o p  sec re t '  docu -  
men t ,  say, a n d  on ly  c e r t a i n  p r i n t e r s  shou ld  b e  u sed  to  p r i n t  
' t o p  sec re t '  documen t s .  W i t h  S S L / T L S  a n d  t h e  S P K I / S D S I  
C l i en t  Access  Con t ro l  P r o t o c o l  we have  d e s c r i b e d  so far ,  t h e  
c l ient  p r o x y  wil l  know t h a t  t h e  p u b l i c  key  of  t he  p r o x y  w i t h  
which  i t  is c o m m u n i c a t i n g  is b o u n d  to  a p a r t i c u l a r  add re s s ,  
a n d  t h e  se rver  p r o x y  will  know t h a t  t h e  c l ien t  p r o x y  is au-  
t h o r i z e d  to  p r i n t  to  it .  However ,  t h e  c l ient  p r o x y  st i l l  wi l l  
no t  know if  the  se rver  p r o x y  is a u t h o r i z e d  to  p r i n t  ' t o p  se- 
c r e t '  d o c u m e n t s .  I f  i t  s ends  the  ' t o p  sec re t '  d o c u m e n t  to  b e  
p r in t ed ,  t h e  se rver  p r o x y  will  a ccep t  t h e  d o c u m e n t  a n d  p r i n t  
i t ,  even t h o u g h  t h e  d o c u m e n t  shou ld  no t  have  b e e n  sent  to  
i t  in t h e  f irst  p lace .  

To a p p r o a c h  th i s  p r o b l e m ,  we p r o p o s e  e x t e n d i n g  the  S P K I -  
/ S D S I  p r o t o c o l  so t h a t  t h e  c l ient  r eques t s  a u t h o r i z a t i o n  
f rom t h e  se rver  a n d  t h e  server  p roves  to  the  c l ien t  t h a t  i t  is 
a u t h o r i z e d  to  h a n d l e  t h e  c l i en t ' s  r eques t  (be fore  t h e  c l ien t  
sends  t h e  d o c u m e n t  off to  b e  p r in t ed ) .  To e x t e n d  t h e  p r o t o -  
col, the  S P K I / S D S I  p r o t o c o l  d e s c r i b e d  in  Sec t ion  4.2 is r u n  
f rom t h e  c l ien t  p r o x y  to  t h e  server  proxy,  a n d  t h e n  r u n  in  t h e  
reverse  d i rec t ion ,  f r om t h e  server  p r o x y  to  t h e  c l ien t  proxy.  
Thus ,  t h e  c l ien t  p r o x y  will  p r e sen t  a S P K I / S D S I  ce r t i f i ca te  
cha in  p r ov ing  t h a t  i t  is a u t h o r i z e d  to  p e r f o r m  i t s  r eques t ,  
a n d  t h e  server  p r o x y  will p r e s e n t  a S P K I / S D S I  ce r t i f i ca te  
cha in  p r o v i n g  t h a t  i t  is a u t h o r i z e d  to  a c c e p t  a n d  p e r f o r m  
t h e  c l i en t ' s  r eques t -  Aga in ,  i f  a d d i t i o n a l  s e c u r i t y  is needed ,  
t h e  e x t e n d e d  p r o t o c o l  c a n  b e  l aye r ed  over  S S L / T L S .  

N o t e  t h a t  t h e  S P K I / S D S I  Access  Con t ro l  P r o t o c o l  is an  
e x a m p l e  of  t h e  e n d - t o - e n d  a r g u m e n t  [23]. T h e  access  con t ro l  
dec is ions  are  m a d e  in  t h e  u p p e r m o s t  layer ,  invo lv ing  on ly  
t h e  c l ien t  a n d  t h e  server .  

5. RELATED WORK 

5.1 Dev ice  to Proxy Commnnication 
T h e  R e s u r r e c t i n g  Duck l ing  is a s ecu r i ty  m o d e l  for a d - h o c  

wireless  n e t w o r k s  [25, 24]. In  th i s  mode l ,  w h e n  dev ices  b e -  
g in  t he i r  l ives,  t h e y  m u s t  be  " i m p r i n t e d  = before  t h e y  ea,~ be  
used.  A m a s t e r  ( the  m o t h e r  duck)  i m p r i n t s  a dev ice  ( the  
duck l ing)  b y  b e i n g  t h e  f i rs t  one  to  c o m m u n i c a t e  w i t h  i t .  Af -  
t e r  i m p r i n t i n g ,  a dev ice  on ly  l i s tens  to  i t s  m ~ t e r .  D u r i n g  
t h e  process  of  i m p r i n t i n g ,  t h e  m a s t e r  is p l a c e d  i.n p h y s i c a l  
c o n t a c t  w i t h  t h e  dev ice  a n d  t h e y  s h a r e  a sec re t  key  t h a t  is 
t h e n  u sed  for  s y m m e t r i c - k e y  a u t h e n t i c a t i o n  a n d  e n c r y p t i o n .  
T h e  m a s t e r  c a n  also d e l e g a t e  t h e  con t ro l  of  a dev ice  to  o t h e r  
devices  so t h a t  con t ro l  is  no t  a lways  l i m i t e d  t o  j u s t  t he  m a s -  
te r .  A device  can  b e  "kil led" b y  i t s  m a s t e r  t h e n  r e s u r r e c t e d  
b y  a new one  in  o r d e r  for  i t  t o  s w a p  m a s t e r s .  

5.2 Proxy to Proxy. Communication 
J iu i  [26] n e t w o r k  t e c h n o l o g y  f rom S u n  M i c r o s y s t e m s  cen-  

t e r s  a r o u n d  t h e  i d e a  o f  f e d e r a t i o n  bu i ld ing .  J iu i  avo ids  
t h e  use  of  prc0des b y  ass l ,mi=g t h a t  all  devices  a n d  ser-  
vices  in t h e  s y s t e m  wil l  r u n  t h e  J a v a  V i r t u a l  M~-h i~e .  T h e  
S I E S T A  p r o j e c t  [8] a t  the  Hels inbi  U n i v e r s i t y  of  T e c h n o l o g y  
has  succeeded  in b u i l d i n g  a f r a m e w o r k  for i n t e g r a t i n g  J iu i  
a n d  S P K I / S D S I .  T h e i r  i m p l e m e n t a t i o n  has  s o m e  l a t e n c y  
concerns ,  however ,  w h e n  new a u t h o r i z a t i o n s  a re  g r a n t e d .  
U C  Berke l ey ' s  N i n j a  p r o j e c t  [27] uses  t h e  Serv ice  Discov-  
e a t  Serv ice  [5] to  s ecu re ly  p e r f o r m  re source  d i scove ry  in  a 
w i d e - a r e a  ne twork .  O t h e r  r e l a t e d  p r o j e c t s  i nc lude  H e w l e t t -  
p s c t ~ r d ' s  C o o l T o w n  [9], I B M ' s  T S p a c e s  [11] a n d  U n i v e r s i t y  
o f  W a s h i n g t o n ' s  P o r t o i n n o  [29].. 

$_~ Other projects using SPKI/SDSI 
O t h e r  p r o j e c t s  us ing  S P K I / S D S I  inc lude  H e w l e t t - P a c k -  

a r d ' s  e - S p e a k  p r o d u c t  [10], I n t e l ' s  C D S A  re lease  [12], a n d  
Be rke l e y ' s  O c e a n S t o r e  p r o j e c t  [28]. H P ' s  e S p e a k  uses S P K I -  
/ S D S I  ce r t i f i ca tes  for  spec i fy ing  a n d  de l e ga t i ng  a u t h o r i z a -  
t ious .  In t e l ' s  C D S A  re lease ,  w h i c h  is open- source ,  i n c l u d e s  
a S P K I / S D S I  se rv ice  p r o v i d e r  for b u i l d i n g  ce~rtificates, a n d  a 
m o d u l e  ( A u t h C o m p u t e )  for p e r f o r m i n g  a u t h o r i z a t i o n  com-  
p u t a t i o n s .  O c e a n S t o r e  uses  S P K I / S D S I  n a m e s  in  t h e i r  n a m -  
ing  a r ch i t ec tu re .  

6. E V A L U A T I O N  

6.1 Hardware Design 
Deta i l s  on  t h e  des ign  o f  a b o a r d  t h a t  can  ac t  as t h e  core  

of  a l igh tweigh t  device ,  or  as  a w e a r a b l e  c o m m u n i c a t o r ,  a re  
~ven  m [15]. 

6.2 Device-to-Proxy Protocol 
I n  th i s  s e c t i on  we e v a l u a t e  t h e  device-to-prcet~y p r o t o c o l  

d e s c r i b e d  in  Sec t ion  3 in  t e r m s  o f  i t s  m e m o r y  a n d  p roces s ing  
r equ i r emen t s .  

6.2.1 Memory Requirements 
T a b l e  1 b r e a k s  down  t h e  m e m o r y  r e q u i r e m e n t s  for  var i -  

ous  so f tware  c o m p o n e n t s .  T h e  code  size r ep r e sen t s  m e m -  
o r y  u s e d  in  F l a s h ,  a n d  d a t a  size r ep re sen t s  m e m o r y  u sed  
in R A M .  T h e  dev ice  f u n c t i o n a l i t y  c o m p o n e n t  i nc ludes  t h e  
p a c k e t  a n d  l o c a t i o n  p roc e s s ing  rou t ines .  T h e  R F  code  com-  
p o n e n t  inc ludes  t h e  H F  t r anRmi t  a n d  rece ive  r o u t i n e s  as  well  
as  t h e  Cr icke t  l i s t ene r  rou t ines .  T h e  miRcel laneous c o m p o -  
nen t  is code  t h a t  is c o m m o n  to al l  of  t h e  o t h e r  c o m p o n e n t s .  

T h e  dev ice  code  r equ i r e s  a p p r o x i m a t e l y  12KB of  c o d e  
s p a c e  a n d  1KB o f  d a t a  space .  T h e  secu r i ty  a l g o r i t h m s ,  
H M A C - M D 5  a n d  RC5 ,  t a k e  u p  mos t  of  t h e  code  space .  
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Componen t  

Device Funct tona l t ty  
I~F Code 
HMAC-MD5 
RC5 
Miscellaneous 

Tota l  

Code  Size 
(KB) 

2.0 
I . I  
4.6 
3.2 
1,0 

11.9 

D a t a  Size 
(bytes) 

191 
153 
386 
256 

0 

986 

qPable 1: C o d e  a n d  d a t a  s i z e  o n  t h e  A t m e l  p r o c e s s o r  

[ F u n c t i o n  ] T ime  (ms) I Clock Cycles 

HC5 e n c r y p t /  
decrypt  (zt bytes)  0.163n + 0.552 652n + 2208 
HMAC-MD5 
up to 56 bytes  11.48 45,920 

T a b l e  2: P e r f o r m a n c e  o f  e n c r y p t i o n  a n d  a u t h e n t i c a -  
t i o n  c o d e  

Both  of these a lgor i thms were opt imized  in assembly, which 
reduced their  code size by more than  half. The  code could 
be be t t e r  opt imized,  bu t  this gives a general idea  of how 
much memory  is required.  The  code size we have a t t a ined  
is small  enough t ha t  it  can be incorpora ted  into v i r tua l ly  
any device. 

6.2.2 Processing Requirements 
The securi ty a lgor i thms pu t  the  most  demand  on the de- 

vice. Table  2 breaks  down the  a p p r o ~ m a t e  t ime for each 
a lgor i thm as deta i led  in [15]. The  I~C5 processing t ime 
varies l inearly with the number  of bytes  being encryp ted  
or decrypted .  The  HMAC-MD5 routine,  on the  other  hand,  
takes a cons tant  amount  of t ime up to 56 bytes.  This is 
because HMAC-MD5 is designed to work on blocks of da ta ,  
so any th ing  less than  56 bytes  is padded.  Since we l imit  
the R F  p~cket size to  50 bytes,  we only analyze the  HMAC-  
MD5 running t ime for packets  of size le~s than or equal to 
50 bytes. 

6.3 SPKI/SDSI Evaluat ion  
The protocol  descr ibed in Section 4 is efficient. The  first 

two s teps of the  protocol  are a s tandaxd  reques t / respouse  
pair;  no c ryp tog raphy  is required.  The  significant s teps 
in the protocol  are s tep 3, in which a certif icate chain is 
formed, and s tep  4, where the  chain is verified. Table 3 
shows analyses of these  two steps.  The  paper  on Cert i f icate  
Chain  Discovery in S P K I / S D S I  [4] should be referred to for 
a discussion of the t iming  analyses.  The  C P U  t imes are ap- 
proximate  t imes  measured  on a Sun Microsystems Ultra-1 
running  SunOS 5.7. 

7. CONCLUSIONS 
We believe tha t  the t rends in pervasive comput ing  axe 

increasing the divers i ty  and heterogenei ty  of networks and 
thei r  cons t i tuent  devices. Developing securi ty protocols  tha t  
can handle  diverse, mobile  devices networked in various ways 
represents  a ma jo r  challenge. In  this  paper, we have taken 
a first s tep toward  meet ing this challenge by observing the 
need for mul t ip le  securi ty  protocols,  each with  different char- 
acterist ics  and  computa t iona l  requirements .  Whi le  we have 
descr ibed a p r o t o t y p e  sys tem with  two different protocols ,  
o ther  types  of pro tocols  could be included if deemed neces- 

sexy. 
The  two protocols  we have descr ibed  have vas t ly  differ- 

ent characteris t ics ,  because they  app ly  to different scenar-  
ios. The  device-to-proxy protocol  was designed to  enable  se- 
cure communica t ion  of  d a t a  from a l ightweight  device. The  
S P K I / S D S I - b a s e d  p roxy- to -p roxy  pro tocol  was designed to  
provide flexible, f ine-grained, access control  between prox-  
ies. The  proxy archi tec ture  and the use of  two different 
protocols  has resul ted,  we believe, in a secure, ye t  efficient, 
resource discovery and communica t ion  sys tem.  
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