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Abstract

We presenta framevork for building highly available
services.Theframevork usesgroup communicatiorto co-
ordinatea collectionof serves. Our framavork is config-
urable in that onecanadjustparametes sut asthe num-
ber of serves andtheextentto which they are syndironized.
We analyzethe scenarioghat canleadto the serviceavail-
ability beingtempoarily compomisedandwe discusgshe
tradeofsthat governthechoiceof parametes.

1 Introduction

We presenta framework for building a family of highly
availableservices.Theframework is not a serviceby itself,
but rathera templatefor implementinga variety of specific
services.The serviceswe considerare stateful: clientsin-
teractwith theservicein sessionsthroughouta sessionthe
servicestoreschangingcontext informationfor the client.
For example,in a video-on-deman@voD) service[2], the
changingcontext for asessiorincludesthemovie aclientis
watchingandthe client’s currentlocationin that movie. In
this paperwe do not addressupdatedo the contentstored
attheseners,for example themoviesin aVoD servicewe
assume separatenechanisnfor these.

We usereplicationto achieve availability: A serviceis
provided by a collection of seners. The set of seners
may changedynamicallydueto failuresandalsowhennew
senersarebroughtupto alleviatetheloadon existing ones.
A clientmaybemigratedfrom onesenerto anotherduring
anon-goingsessiontheclientis unavareof changesn the
serviceprovider.
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Although the serviceis designedo be highly available,
certainfailure patternscan lead to undesirablebehaiors
suchastemporaryloss of service. The risk for suchun-
desirableaventscanbe minimizedat the costof additional
resourcesincreasinghe numberof senersandthelevel of
synchronizatiolmmongthem. Eachindividual highly avail-
ableservicemay have a differentpolicy for balancinghese
risksandcosts.Ourframeawork providesthemedanismfor
implementingvariousdifferentpolicies by allowing a ser
vice builderto configurea numberof parameters.

An importantcontribution of this paperis the risk anal-
ysis we offer for the suggestedramework. We find what
patternsof faultsrisk leaving the servicenot availableto
a client. We examinehow the likelihood of suchpatterns
canbe reducedby carefully adjustingsomeparametersn
the framework, andalsothe costtradeofs implied in such
adjustments.We concentrateon understandinghe issues
thatshouldguidethe settingof the parameterspncea pol-
icy is chosenjts enforcementould be automatedhrough
techniquesuchasspavning new senerswhenneededas
describedn [5], but we do not dealwith thatin this paper

Our framework exploits a virtually syndronousgroup
communicatiorsystem(GCS)[3, 1, 7] asa building block.
Our startingpoint for this work wasthe VoD serviceof [2],
which exploits group communicationin orderto have the
serviceremainavailablethroughnodeandlink breakdevns,
including network partitions. The VoD serviceusesa num-
berof differentgroupsatthreedifferentscaleswheresome
groupsare monitoring and controlling the membershipof
others.The succes®f this approachis evidentin the small
size of the code: the VoD sener, which provides all the
fault-tolerancelogic as well as managingthe accessand
transmissiorof the movies, is written in under2500lines
of C++ code.

In this paper we generalizehe specificdesignof [2] to
give anarchitecturaframework for a classof highly avail-
ableservices.Theserviceof [2] is only oneinstanceof our



framawork; the framework allows a wide rangeof services
to be implementedand a wide rangeof fault-tolerancepa-
rametergo be configuredfor implementingdifferentavail-

ability policies.

The restof this paperis organizedasfollows: In Sec-
tion 2 we describeour designgoals, illustratedby a few
exampleserviceghat canbe built usingour framework. In
Section3 we describeour framework for building highly
availableseners. In Section4 we analyzethe availability
of the framework in a variety of circumstancesSection5
concludeghe paper

2 Design Goals

Thetype of servicethatwe ervisionis onewheremary
clientsconcurrentlyaccesghe service,but eachindividual
client doesnot needto usethe serviceall the time. For
eachclient its useof the serviceis divided into sessions;
the client is connectedo the servicefor the durationof a
sessionandthenit disconnectsuntil a later time whenit
beginsanew sessionWithin asessiontheservicewill send
the clientinformationit requestsjn the form of messages
calledresponsesWe do not assumehat within a session
theinteractiongollow aprotocolof preciselypairedrequest
andresponseit is alsopossiblehatarequesfrom theclient
leadsto a streamof responses.

The stateof the serviceis divided into two separates-
pects:thereis a large amountof information, the content
thatis relevantto multiple clients. Eachresponsehe client
recevesis partof, or derivedfrom partof, thecontent.Also,
thereis somestateinformationwhich concernsa particular
sessionThis sessiorcontet determinesvhich partsof the
contentthe client wantsto receie in responsesand how
thoseresponseshouldbe sent. The sessiorcontext canbe
alteredasaresultof requestdérom theclient,andit canalso
changeto reflectthe fact that certainresponsesave been
sentto theclient.

We will focuson serviceswherechangego the content
areinfrequent,and wherethereare not strongconsisteng
requirement®n whenclientsnoticethe changes.Thusin
thispapemewill notdealatall with changeso thecontent,
supposinghat they happenoutsidethe frameawork we are
describing.However, changeso thesessiorcontext happen
frequently We also supposehat the contentis composed
from anumberof separateontentunits, andthateachses-
sioninvolvesaccesdo onecontentunit only.

The VoD servicediscussedabove provides one exam-
ple thatfits our domainof interest. Here eachmovie is a
separatecontentunit. A sessioninvolvesa client watch-
ing onemovie. The movie is representethy a sequencef
frames;eachframeis sentin a messagesoneresponse.
The sessiorcontet includesindicationof the point within
themovie wheretheclientis watching;this canbe changed

by controlmessagefrom the client (e.g.,“skip to the start
of scened”), but the locationalsoadvancesaseachframe
is sentto the client. The sessiorcontet alsoincludesin-
formationon the rate at which the client wantsto receve
framesetc.

A distance-educatioservicehassharedstatewhich has
mary “learning objects” including lecture notes, anima-
tions, quiz questionsetc;thesearegroupednto topics.One
topic is a contentunit for the service. A sessioninvolves
a client (“student”) studyinga topic, by downloadingand
interactingwith someof the relevantlearningobjects. The
learningobjectsto be viewed are chosendynamicallydur-
ing thelessonpasedon boththe students wishes(e.g.,fol-
lowing hyperlinks betweenobjects)and on the students
performanceon quiz questionge.g.,the servicemay pro-
vide more detailed explanationsif the last quiz gradeis
low).

A third exampleis a searcltservicewhich allows aclient
to make successiely narrover queriesby restricting the
searchin onequeryto within theresultsetof earlierones.
A possibleguerywould be“selectfrom theresultsof query
3 wherealsopublicationdateis after 1995” or “find thein-
tersectiorof theresultsof query4 with query7”; in general,
thesessiorcontext is thelist of previousresultsets.

We provide a framawork for implementingary service
thatfits the patterndescribedabore, with unchangingcon-
tent and changingsession-specificontext. The basicde-
sign goal for our framework is that the serviceshouldbe
available,thatis, the serviceshouldprovide the responses
that clientswant. The serviceshouldbe ableto overcome
processand network failures,and shouldbe ableto sene
avariablenumberof clients. The availability requirements
leadto a designwherethe serviceis providedby replicated
seners. We thereforeassumehat eachcontentunit canbe
sened by several seners, but we do not requirethat ev-
ery sener provide every contentunit of the whole service.
Thus,thereplicationis partial,nottotal.

A secondimportantdesigngoal is to make the service
asflexible as possible,and at the sametime to keepthe
clientdesignassimpleaspossible For example theservice
shouldhave theflexibility to allow for dynamicchangesn
the setof serviceproviders;the client shouldnot be aware
of suchchanges.Therefore,achieving availability should
notbetheclient’s responsibility

Whena client makesa requestijt shouldgetits response
from oneof theseners.It is naturalto try to keepthesame
sener throughouta singlesessionput this may not always
be possible: the sener may crashor may be overloaded.
Therefore,t is clearthatin somesituationsthe client may
needto be migratedto anothersener during an on-going
sessionAs explainedabove, suchmigrationsshouldbeini-
tiatedandmanagedy the service not by theclient.

Letusexaminewhatpotentialproblemscanarisewhena



sener fails andtheclient is migratedto anotherone. First,
a requestmay be lost, in which casea correspondinge-
sponsewill fail to arrive. Next, assumehataresponseloes
arrive. Note that becauseve have treatedthe contentas
static,eachresponseontainsa correctsubsebf thecontent
(i.e.,aresponseanneverbeincorrect).lt may, however, be
aduplicate.Also, anunwantedresponsenayarrivebecause
theservicehasbeensendingesponsebasedn out-of-date
contet (e.g.,a VoD servicemay have lost the context up-
datewherea client asked to jump to a new location, and
thencontinueto sendframesfrom the previouslocation).

We canthereforeseethe following availability design
goals:

e First,thereoughtto beexactly oneseneratatime that
is sendingresponsefor a particularsession.

e Also, the sener thatis respondingshouldhave a ses-
sion contet that is up-to-date reflectingall requests
from the client duringthis sessiorandall previousre-
sponses.

3 The Solution

We suggesta framework for highly available services.
In our framework, a serviceis provided by a collection of
seners, eachcapableof servingsomeof the contentunits
of the service,but not necessarilyall of them. The setof
seners may changedynamically due to failuresand also
whennew senersarebroughtupto alleviatetheloadon ex-
isting ones.Clientsusingthe servicearegenerallyunavare
of suchchanges.

The framework providesthe medanismfor meetingthe
availability designgoalsof the previoussectionunderava-
riety of circumstancesWheninstantiatingthe frameawork
to build an actualservice,one hasto definethe availabil-
ity policy; thatis, to whatextentwould the designgoalsbe
metunderdifferentcircumstancesgndatwhatexpenseWe
thereforepresentthe framework with several configuiable
parametersin the next section,we studythe tradeofs in-
volvedin differentchoicesfor parametewralues.

3.1 Meetingthe design goals

Let usexaminethe designgoalsof the previous section.
First, at a giventime, we try to have a single sener sene
eachclient sessiorin-progress.We call this sener the pri-
mary sener for the session.Therecanbe a single primary
sener whenthereare available senersthat cancommuni-
catewith theclient,andwhenthe network is stableenough
to allow thesesenersto agreeamongthemwhich one of
themwill beprimary*.

*If thenetwork is asynchronoughenit canpreventsuchagreemen].
However, while the network is fairly stable,and processfailurescanbe

The primary sener of an on-goingsessiormay have to
changegitherdueto a crash,or preemptvely for load bal-
ancingpurposeslf the sener crashesn the midstof a ses-
sion, client context information may be lost. Information
lossmayleadto lossof service,or to missing,duplicateor
irrelevantresponsesReplicatingcontext information may
minimizeloss,but mayalsobe costly.

Consider for example,the VoD service. If the primary
sener crashesn the midst of sendinga video streamto a
client, a new primary sener will take-over and sene the
client. To this end,the new primary sener needsto know
of the sessiors existence. In orderto sendthe client the
correctvideo frames,the sener alsoneedsto know which
framesthe previous primary had sentbefore crashing. It
couldknow theexactlocationin thestreamwherethesener
had failed by listening to all the communicationbetween
theprimaryandthe client. However, sincethevideostream
hasa high bandwidth,this would resultin significantload.
Instead,the primary can periodically updateother seners
aboutits locationin the movie. This way, theseseners’
client context information would not perfectly up-to-date,
but alsonottoo far off. In the VoD serviceof [2], suchup-
datesare sentevery half a second. Thus, uponmigration,
a new primary may sendhalf a secondof duplicatevideo
framesto the client andthe sener may be unavareof con-
text updatege.g.,requestgo skip to a differentpart of the
movie) sentby theclientin thelasthalf a second.

In generalthereis atradeof betweerthecostof keeping
up-to-datecontext information,andtheimprovedavailabil-
ity suchinformationallows for. To balancetheseparam-
eters,our framewnork keepscontext informationwith three
levels of freshnessThe primary sener of a sessioralways
hasthemostup-to-datecontext informationfor the session,
reflectingexactly the responseshat were sentby the pri-
maryto theclient,andall thecontext updatesecevedfrom
theclient. The primary sener periodicallypropagateson-
text updatedo a groupof senersproviding the samecon-
tentunit. Thesesenersmaintainareplicateddatastructure
calledthe unit database The unit databaséeepstrack of
the sessionshatexist for a particularcontentunit, the allo-
cationof senersto thesesessionsandsessiorcontext infor-
mationasperiodicallypropagatedby eachprimary. We use
propertief GCSto ensurehatthe unit databasearecon-
sistent.Thenumberof senerswhich containreplicasof the
content,andthe periodbetweempropagatiormessagesre
bothconfigurable Thefreshnes®f the context information
in the unit databasés mainly determinecdby the frequeny
of the periodicupdates.

At an intermediatescale, we introduce the notion of
badkupseners. Any numberof backupsenerspersession
arechoseramongthe senersthathave replicasof the con-
tentunit. In additionto the periodicupdatedrom the pri-

consistentlydetectedsuchagreementanbereached.



mary, the backupsenerslistento context updatemessages
fromtheclient, but notto theresponsesf theprimary. This
mechanisneliminategherisk of losingclientrequestsipon
migrationto a backup but nottherisk of sendingduplicate
responsesln a setting,like VoD, whereclient requestsre
fewer and smallerthan sener responsesthis policy does
not significantlyloadthe backupsenersor theclients. The
client usesthe GCSto sendits context updatemessageto
a group containingthe primary and backupseners. This
groupis expectedto be small (typically consistingof up to
threeseners),andthanksto theuseof GCS,theclientneed
not be awareof the currentmembershipf this group. Our
designusespropertiesof GCSto guarante¢hatclient con-
text updatesareatleastascurrentasinformationin the unit
databaseThe numberof backupsenerspersessioris con-
figurable.

3.2 Using group communication

The solution exploits a partitionable virtually syn-
chronousGCS as a building block. The GCS includes
a membershipservice,which provides eachsener with a
view of the network topology If a processis a member
of several groups,its failure or separatiorfrom the others
is reflectedconsistentlyin new views for thesegroups. At
timeswhenthe network situationis stable,views are pre-
cise (see[7]). The GCS also carriesmulticastmessages
addressedo groups; it supportsreliable delivery, totally
orderedin eachgroup,with causalorder presered across
groups. Delivery is virtually syndironous that is, when
memberamove togetherfrom oneview to anotheythey all
receve the samemessage the earlierview. The GCS
supportpengroups thatis, a processloesnot needto be
a memberof a multicastgroupin orderto senda message
to thatgroup.

Theservicecreateghreekinds of multicastgroups:

Servicegroup consistof all theseners.Thisgroupsenes
asa point of contactfor clientsto connectto the ser
vice. We assumehatall clientshave a priori knowl-
edgeof this group’sname.

Content group (one for each content unit) consists of
thosesenersthatstoreareplicaof the specificcontent
unit, for example thesenersthathold aspecificmovie
in the VoD service. All contentgroupsare subsetof
the servicegroup,andthesegroupsmayoverlap.

Session group (onefor eachcurrently connectedsession)
asubsebf the contentgroupconsistingof the primary
senerandanumberof backupseners.

The setof senersparticipatingin eachof thesegroups
may changeat ary time. The serviceand contentgroups
may changedueto sener failuresandalsoasnew seners

arebroughtup to alleviate the load on existing seners. A
sessiorgroup may change githerdueto a sener crash,or
for load balancingpurposes.A clientis not awareof such
changesasit usesusethe abstractgroupto communicate
with whichever seners are currently in this group. This
group layout generalizeghe approachof [2], wheresimi-
lar groupsarecreatedput with sessiorgroupsconsistingof
asinglesener—thatis, thereareno backupseners.

3.3 Client interactionswith groups

Whena client wishesto usethe service,it sendsa mes-
sageto the servicegroup. Whenthis messagés receved,
the seners sendto the client the list of available content
units, and the contentgroup namefor eachof them. The
client choosesa contentgroup from this list, and sendsa
start-session messagéo it.

In responseto the start-session request,one of the
senersin the contentgroupselectstself to be the primary
sener for this client, anda numberof othersenersselect
themselesto be backupseners. We discussthe selection
procesdelown. Theselectedseners(primary andbackups)
join a new group,which will be the sessiorgroupfor this
client. The group nameis computeddeterministicallyby
eachof the seners. The primary sener then notifies the
client of the sessiorgroupname.

Oncethesessiorhasstartedtheclientdoesnotdealwith
eitherthe servicegroup or the contentgroup. The client
sendsall of its requestgo the sessiorgroup. Only the pri-
marysenersendsesponset theclient,andthesearesent
in point-to-pointmessages.

3.4 Managing the groups

Whena start-session messagdrom a new client is re-
ceivedin thecontentgroup,eachsenerthatrecevesit adds
the client to the unit databaseand appliesa deterministic
functionto theunit databasé orderto selectightly-loaded
primary andbackupsenersfor this client. Thanksto total
messagerdering, the function is evaluatedover identical
databaseatthedifferentseners,andall the senerschoose
the sameprimary andbackupseners. The selectedseners
join the sessiorgroup.

Wheneerthe membershipf the contentgroupchanges
asaresultof a sener crashor join, the memberseceve a
new view from the GCS.Uponreceving the new view, the
senersevenly re-distributethe clientsamongthem.

If the contentgroupmembershighangenatificationre-
flectssener failuresonly, thenvirtual synchroty semantics
allow thesenersto immediatelyreacha consistentecision
asto which clientseachsener will sene withoutexchang-
ing additional information; virtual synchroly guarantees
thatall the senershave recevedthe samesetof messages



beforethe membershigchangenotification (see[7]), thus,
all the senersin the grouphave identicalunit databaseat
the point whenthey getthe view. Eachsurviving sener
in the contentgroupappliesa deterministicfunctionto the
unit databasén orderto selectprimary andbackupseners
for the clients of the failed seners. The function is cho-
sensothatthe new primaryassignedvill betheformerpri-

maryif possiblepr oneof theformerbackupsif theformer
primary hasfailed but someformer backupremainsin the
group. The ability to re-distribute the clientsimmediately
withoutfirst exchangingmessageallows senersto quickly

take overfailedseners’clients.

If a contentgroup changereflectsthe joining of new
seners(andpossiblyfailuresaswell), thenall the seners
first exchangeinformation aboutclients, andthen usethe
exchangednformationto decidewhichclientseachof them
will sene. Theallocationis donedeterministicallybasedn
the combinedinformation,in sucha way asto balancethe
loadfairly. For migratedclients,the old primary sendsup-
to-datecontet informationto the new primary.

Changesn thesessiorgroupmembershigreperformed
asfollows: First, any new primary andbackupsenersthat
werenot previously in the sessiorgroupjoin it. Thenthe
memberghat shouldleave the sessiomgroup do so. Now
the primary sener begins sendingresponseso the client,
andalsoit begins propagatinghe sessiorstatusat the ap-
propriatetimes.

4 Analysisof Fault-Tolerance

We now examinethe framework that was presentedn
Section3, to seehow well it meetsthe designgoalsarticu-
latedin Section2. In particular we wantto seewhich fail-
ure patternamight leadto clientswhich not gettingthe re-
sponseshey want. We will examinethetradeofs involved
in differentsettingsof the configurableaspectof the sys-
temframework.

The first designgoal is that a given client should re-
ceive informationfrom exactly onesener at ary time. As
explainedin Section3, the group communicationservice
ensureghat, in times of stability in the underlyingcom-
municationlayer, all membersof a sessiongrouphave the
sameinformation aboutthe group membershipthanksto
thetotal orderandvirtual synchroty, all have identicalunit
databasesThus, whenthe membersndependentlyapply
the deterministicfunctionto decidewhich memberwill be
theprimarysenerfor the sessionexactly onemembemwill
electitself asthe primary, andrespondo the client. Thus
thescenariosvhich canleadto aclientnot having aunique
primarysener arethefollowing:

e Thegroupcommunicatiormembershipervicemight
give different views of the membershipto different

seners,duringperiodswhenaview changehasbegun
but is not completingproperly This canonly occur
while theunderlyingtransmissiorsystemnis notstable.

e Everysenerwhich canprovide this contentmay have
eithercrashedr disconnectedrom theclient. Clearly
availability is impossiblein a scenariosuch as this.
The probability of this scenariccanbereducedby in-
creasinghe degreeof replication.

e Thesessiomgroup may have partitioned,with atleast
two partitions each seeingthe given client as con-
nectedoit. Thiscanonly happerwhile theunderlying
transmissiorsystemis not transitve: thatis thereare
senerswhich cant communicatevith oneanotherbut
canbothcommunicatevith theclient. Thisis veryun-
likely in a LAN ernvironment,but it doesoccursome-
timesin WANS.

The secondimportantdesigngoal for an available ser
vice is that the primary sener have an up-to-datecontext.
The context dependson both the messagesent by the
client,andonknowledgeof whichresponsebave beensent
to the client. We investigateheseaspectseparatelysince
they have differentimpacts.If a primary hasmisseda con-
text updatefrom the client, thenit may sendresponsethat
arecompletelyunrelatedto the clients currentwishes. On
the otherhand,ignoranceaboutwhich responsebave been
sentis lessserious)eadingatworstto duplicateresponses.

A contet messagaentby the client may be not known
to its currentprimaryin casethe messagevassentbefore
this primarywasa membeiof thesessiorgroup,andthein-
formationin it wasnotyet propagatedo the contentgroup.
For this to happenall the previous membersf the session
groupmusthave failed (or disconnectedrom theclient) ei-
therbeforereceving the context messag®er beforepropa-
gatingit to thecontentgroup.

As for sener responsestherecanbe uncertainlyabout
thoseresponseshat might have beensentin the interval
betweenthe last context propagatiorand the crashof the
primary senert. For theseuncertainresponsesthereis a
clearchoicefor the new primarythattakesover aclient: it
can either transmitthe responsgrisking the client seeing
a duplicateif in factthe responséhadbeensentbeforeby
the previous primary), or it cannot transmit(risking that
the client never seesthe response).The choiceis applica-
tion specific. For example,for MPEG-encodedideo, one
wouldfavor duplicatedeliveryfor full image(l) framesover
therisk of losingthem,but would risk missingsomeincre-
mental(P or B) frames.

TRecallthat,unlike context updatesausedy messageom theclient,
information aboutresponsesentis not known to the backupsenersin
the sessiongroup, sincewe use point-to-pointcommunicationfrom the
primaryto theclient.



Combiningthe obsenationsabove, we seethatthereis
an interplay betweenthe configurablefactorsof the fre-
gueny of propagationof the unit databasenformation
amongthe contentgroup, and the numberof membersn
eachsessiorgroup. The probability of losing context up-
datessentby theclientis the chanceof every sessiorgroup
membeffailing or separatingrom the client duringthe pe-
riod betweerpropagationsThusthis probability decreases
aseitherthe propagationfrequeng or the size of the ses-
siongrouprise. However, increasingeitherof thesefactors
placesmorework oneachsener. Whenever clientdatabase
informationis propagatedeachsenerin the contentgroup
must processit; when the sessiongroupsbecomelarger,
eachseneris abackupin moregroups,andmusttherefore
receive more client requestghowever, the work is merely
receving and recordingthe request;only the primary re-
sponds).

5 Conclusions

We have presenteda framework for building highly
available serviceswhich are characterizedy unchanging
sener contentsandchangingcontext relatingto eachsep-
aratesession.Theframework is basedon replicationof the
contentamonga group of seners. The contet informa-
tion is alsoreplicated,but in threedifferentlevels of syn-
chronization:The primary sener hasaccuraténformation.
Thebackupsave someavhatdatedinformationaboutwhich
responseshe primary sent,but accurateknowledgeof the
contet updatessentby the client. Therestof thereplicas
have someavhat datedknowledgeof the context. GCSis
usedfor messagefom theclientto the service sothatthe
clientcanignoreissuef changedo the setof seners,and
hand-aerwhenasenerfails, or whenloadis redistrituted.
GCSis alsousedto propagaténformationaboutthecontext
from theprimaryto otherseners.Thekey configurablepa-
rametersn ourframavork arethenumberof senersateach
level of synchronizationandthe frequeng with which the
primarypropagatesontext to the otherseners.

Theframeawork of thispapelis ageneralizatiorf thede-
signusedin the VoD serviceof [2]. Our descriptionmain-
tainsthe essentiatharacteof the earlierVVoD design,with
procesggroupsat threescales. This paperextendsthe [2]
work by makingthe configurableaspectsxplicit, and by
introducingbackupsenerswithin thesessiorgroup(giving
an intermediatelevel of context synchronizatiorbetween
theup-to-dategprimaryandthecontentgroupwhichreceves
propagatedontet from the primary).

Furthermorewe have analyzedhe frameawork, to shav
whichpatternf faultscanleave theservicenotavailableto
aclient. We have shavn wheredifferentpropertiesof GCS
areneededn the design,to allow consistentecisions.We
have examinedthe impact of the configurableparameters

on the chanceof losing availability, andwe have explained
thetradeofs betweeravailability andperformance.

Futurework mayintegrateinto thedesignsomedynamic
change®f theparametersandautomatianvocationof new
seners using the techniquesof [5]. Thusthe usermight
expressa desiredservicequality in termsof a chanceof
losing a context update,and the systemcould then adjust
theneedechumberof backupsn eachsessiorgroup.

Anotherextensionworth pursuingis to integrateinto the
designa mechanisnfor consistentlyupdatingthe statethat
is sharedbetweerclients, usingthe well-known replicated
statemachinetechniqug6].
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