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• . . . at least if the game has perfect recall.



Example: bedtime

• It is bedtime for your two kids.

• They are very competitive about who gets tucked in first.

• As a good game theoretician, you secretly flip a coin to decide who
to read to first.
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• All strategies yield expected utility 0.
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Time will tell

• We have forgotten to model time!

• Agents can observe time.

• Every action taken takes time.

• Sometimes, time itself reveals information.



With time included

C

1 2

1 122

(
1
−1

)

first first

(
1
1

)

.5 .5

(
−1
−1

) (
−1
1

) (
−1
1

) (
1
1

) (
−1
−1

) (
1
−1

)

last last

first last first last first last first last



With time included

C

1 2

1 122

(
1
−1

)

first first

(
1
1

)

.5 .5

(
−1
−1

) (
−1
1

) (
−1
1

) (
1
1

) (
−1
−1

) (
1
−1

)

last last

first last first last first last first last



With time included

C

1 2

1 122

(
1
−1

)

first first

(
1
1

)

.5 .5

(
−1
−1

) (
−1
1

) (
−1
1

) (
1
1

) (
−1
−1

) (
1
−1

)

last last

first last first last first last first last



With time included

C

1 2

1 122

(
1
−1

)

first first

(
1
1

)

.5 .5

(
−1
−1

) (
−1
1

) (
−1
1

) (
1
1

) (
−1
−1

) (
1
−1

)

last last

first last first last first last first last



With time included

C

1 2

1 122

(
1
−1

)

first first

(
1
1

)

.5 .5

(
−1
−1

) (
−1
1

) (
−1
1

) (
1
1

) (
−1
−1

) (
1
−1

)

last last

first last first last first last first last



With time included

C

1 2

1 122

(
1
−1

)

first first

(
1
1

)

.5 .5

(
−1
−1

) (
−1
1

) (
−1
1

) (
1
1

) (
−1
−1

) (
1
−1

)

last last

first last first last first last first last

• No matter what we do, someone will learn something they weren’t
supposed to.
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Timing a game

• A deterministic timing is an assignment of times (integers) to nodes
of the tree, such that decendants are assigned strictly higher integers.

• When it is a player’s turn to move, she also learns the time.

• A randomized timing is a probability distribution over deterministic
timings, sampled before the game starts.

• Example: Getting the kids to sleep:
– Wait a random amount of time before tucking in the first kid
– If we wait uniformly between 1 and n minutes, then correct

beliefs are preserved for all but 2 times, i.e., with prob. n−2
n

.

, 50%50%
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ε-timeable and exactly timeable

Definition We say a randomized timing ε-times a game, if any two
nodes in the same information set has timing information with sta-
tistical difference (a.k.a. total variation distance) at most ε.

• If a game is ε-timed, and other player’s strategies does not depend
on time, a look at the clock is worth at most ε for you.

Theorem The following are equivalent:
• The game is deterministically timeable
• The game is randomized 0-timeable
• The game can be redrawn with each information set “levelled”
• There is a total order on the information sets that respects the

order from the game tree



Bounds on timeability

Definition Let expn2 (x) = 22...
2x

where the tower contains n 2’s.



Bounds on timeability

Theorem (Upper bound) All games with perfect recall and at most
m nodes in each history can be ε-timed in time expm−3

2

(
O
(
1
ε

))
.

Definition Let expn2 (x) = 22...
2x

where the tower contains n 2’s.



Bounds on timeability

Theorem (Upper bound) All games with perfect recall and at most
m nodes in each history can be ε-timed in time expm−3

2

(
O
(
1
ε

))
.

Theorem (Lower bound) For any r, there exists a game with perfect
recall that requires time expr2

(
Ω
(
1
ε

))
to ε-time.

Definition Let expn2 (x) = 22...
2x

where the tower contains n 2’s.



Bounds on timeability

• Above holds true, even if we are allowed access to relativistic time
dilation, as long as not by more than a constant factor.
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Example: An onion routing protocol

• “Anonymous” communication over the internet

• If Player 1 wants to communicate with Player 4:
– Send nested enveloped to intermediary players
– Intermediaries can’t tell original sender or receiver

2

3

4

• A “careless” network design, that works when ignoring time:

1 2
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• Player i’s utility:
– If message passes from i− 1 to i+ 2: 1 + ε

– If message passes from i− 2 to i+ 1: −1
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Applications of assumption of timeability

• Restricting to timeable games is useful:

• Kreps and Ramey (1987) gave a game where a player following
sequential equilibria would need to hold conflicting beliefs to justify
her strategy.

• This led Weibull to conclude that games with chronologically
ordered information sets are the natural domain of sequential
equilibria (lecture notes, 2009).

• Kroer and Sandholm (2014) implicitly assumes that all
extensive-form games are timeable.

• In von Stengel and Forges’ paper "Extensive form correlated
equilibrium"(2008) non-timeable games cause complications.
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Conclusion

• Games must be timeable to faithfully represent a real interaction.

• All games can be timed to reveal as little extra info as is needed, but
some games require an insane amount of time.

• Whenever you restrict to games with perfect recall, consider
restricting to timeable games as well.

Future research:

• What do we gain by assuming timeability?

• Given a game and ε, how much time is needed to ε-time the game?

• How do approximate timings affect equilibria?


