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DNF, size of a boolean function

Definition: Let f:{0,1}" — {0,1}
sizeDNF,(f) = minimal size of a DNF, computing f.

Equivalently, it is the minimal number of subspaces
needed to cover the set {x € {0,1}": f(x) = 1}.
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The obvious example: XOR function

sizeDNF (XOR,) = 2™ ! sizeDNF,.(XOR,) =1
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Is DNF, stronger than DNF?

What about the Majority function?
n
Fact: sizeDNF (Majority,) = ((n+7;)/2) = \2/—5

The size of the middle layer
of the hypercube

Upper bound:
For each point in the middle layer
take the subcube above it

Lower bound:
Each point in the middle layer
must be in a different subcube
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What about the Majority function?

; . . n 2N
Fact: sizeDNF (Majority,,) = ( ) —,

(n+1)/2

Vn

Question: What is sizeDNF,_(Majority, )?

Theorem: sizeDNF, (Majority,) < poly(n) - 2™/? .

Tight up to poly(n) factor
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DNF, complexity of symmetric functions

Theorem 1: sizeDNF,(Majority,) < poly(n) - 2™/? .

Quadratically smaller than sizeDNF

Theorem 2: For every symmetric f:{0,1}" — {0,1}
sizeDNF,_(f) < poly(n) - 1.5™.

Compare to sizeDNF(XOR) = 2"1
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A general upper bound on DNF, complexity

Theorem 3: For every f:{0,1}" — {0,1}
sizeDNF, (f) = 0(2"/n).

Almost tight: |
Affine dispersers for dimension Oflog(n)) require
| sizeDNF(f) = 2™ /poly(n).




More results in the paper...
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Theorem 2: For every symmetric f:{0,1}"* — {0,1}
sizeDNF, (f) < poly(n) - 1.5™.

Proof: Let k € {0,1, ..., n}.
Let g;, be the indicator of the k’th layer of {0,1}".
It is enough to prove the theorem for g,..
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Theorem 2": Letk € {0,1, ...,n/2 }.
Let g, be the indicator of the k’th layer of {0,1}". Then

sizeDNF, (g;) < poly(n) - 2H®)-pIn

where p = % € [0,0.5].

Fact: 2HP)=P)n < 1 57 forall p € [0,0.5].
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DNF, complexity of symmetric functions

Theorem 2’ [special case of kK = n/2]:
Let g5,/ be the indicator of the middle layer of {0,1}".

Then

sizeDNF,(gn,2) < n-2"2.

Proof:

Step 1: Find an affine subspace Vof dim(V) = n/2
such that V is contained in the middle layer of {0,1}".

Step 2: Permute the coordinates and find ~n2™/?
subspaces that together cover the entire middle layer.
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DNF, complexity of symmetric functions

Step 1: Find an affine subspace Vof dim(V) = n/2
such that V is contained in the middle layer of {0,1}".

X1 +x, =1

=1
Define V = {x € {0,1}"™: X3 T X4 }

SRR s e §
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Step 2: Permute the coordinates.
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Step 2: Permute the coordinates.

Pick a random permutation o € S,

Xo(1) —+ Xo(2) = 1

Define V, = { x € {0,1}": Xa(3) F f"(‘” =1 }

Xo(n-1) T Xgn) = 1
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Completing the proof:

For a random o € §,, every x is contained in I/, with
probability
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Completing the proof:

For a random o € §,, every x is contained in I/, with
probability

271/2

Pr[x e V] = ~ 2~ T/2

L)

Taking n2™/2 random permutations will cover all x’s
with high probability. Therefore
sizeDNF,(gn,2) < n-2M?2
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Theorem 3: For every f:{0,1}" — {0,1}
sizeDNF,.(f) = 0(2™"/n) .

Proof: Follows immediately from the following claim:

Claim: Let A c {0,1}" of size |A| = €2™ (¢ > 27 "/%).
Then, A contains an affine subspace IV of dimension
dim(V) > log(n) — loglog1/e — 2.
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A general upper bound on DNF, complexity

Claim: Let A c {0,1}" of size |A| = €2" (e > 27 "/%).
Then, A contains an affine subspace IV of dimension
dim(V) > log(n) — loglog1/e — 2.

Proof:
Gowers-Cauchy-Schwartz inequality.

Prlx + Span(y,, ..., ;) € A] > €2°




Open problems

Give an explicit f:{0,1}" — {0,1} such that
a DNF, circuit that e-approximates f must be
of size at least 1.1".

Can small DNF, approximate an affine extractor?
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